
As soon as there is life, there is danger.  
Ralph Waldo Emerson1

As the eminent comparative psychologist T. C. Schneirla 
noted, behaviour is a decisive factor in natural selection2: 
life is a dangerous undertaking, and those organisms 
that are adept at surviving live to pass their genes on to 
their offspring. Predators are pervasive sources of harm 
to animals, and most predators are themselves prey to 
other animals. As a result, nervous systems are typi‑
cally equipped with predatory defence systems. This is 
true of invertebrate and vertebrate species, and within 
mammals, defence circuits are highly conserved3–5. 
Although humans are only minimally affected by 
predatory attacks from other animals, our predatory 
defence systems have been co‑opted to cope with social 
threats arising from members of our own species6,7. 
Thus, understanding how the human brain responds 
to threats is important for both well‑being and men‑
tal health because psychological disorders centred on 
pathological threat processing are common8,9. Because 
of the limitations of studies of the human brain, inves‑
tigations of conserved defensive networks in other 
mammals have provided a viable approach for acquir‑
ing information relevant to human defensive circuitry. 
However, our ability to understand the neural circuits 
underlying any class of behaviour is only as good as our 
understanding of the behaviour itself.

Organisms can respond to danger in a number of 
ways. In recent years, it has become apparent that sim‑
ilar behaviours can arise from distinct psychological 
processes that depend on different neural circuits10 and 
embody distinct computational approaches to the prob‑
lem of controlling action11,12. Although many of these 

distinctions have been studied mainly in appetitive 
behaviour, it is similarly necessary to go beyond super‑
ficial similarities and differences in order to understand 
the psychological processes, computations and neural 
mechanisms underlying defensive responses. In light of 
this, we here propose a hierarchical taxonomy of defen‑
sive behaviours on the basis of their known psychological 
processes. We use this framework to organize a review of 
the neural circuit and, where possible, the computational 
basis of specific behavioural examples of each of the var‑
ious response modes in the defensive hierarchy and to 
identify gaps and hypotheses for future work.

A defensive taxonomy
Our taxonomy partly overlaps with and extends the 
tripartite division between Pavlovian, habitual and 
goal‑ directed responses proposed in the context of 
appetitive behaviour by Dickinson and Balleine10,13,14. In 
their scheme, Pavlovian responses are defined as innate 
behaviours that come under the control of novel stimuli 
through associative learning and arbitrary learnedin-
strumental responses (such as lever‑pressing) are divided 
into habits and goal‑directed actions. Whereas goal‑ 
directed actions depend on their association with out‑
comes, habits are typically instrumental responses that 
have lost their relationship to the outcome over time. 
These psychological categories have also been linked 
to distinct approaches to the computational problem 
of evaluating and selecting favourable actions12: specifi‑
cally, goal‑directed actions are thought to correspond to 
‘model‑ based’ algorithms for evaluating actions on the 
basis of their outcomes, whereas habits are ‘model‑free’ 
without such computations. Although this taxonomy 
has been both influential and useful, we recommend 
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Innate behaviours
Behaviours, such as reflexes 
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members of a species share as 
part of their heritage and that 
make minimal demands on 
learning.
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Abstract | Research on defensive behaviour in mammals has in recent years focused on elicited 
reactions; however, organisms also make active choices when responding to danger. We propose 
a hierarchical taxonomy of defensive behaviour on the basis of known psychological processes. 
Included are three categories of reactions (reflexes, fixed reactions and habits) and three 
categories of goal-directed actions (direct action–outcome behaviours and actions based on 
implicit or explicit forecasting of outcomes). We then use this taxonomy to guide a summary of 
findings regarding the underlying neural circuits.
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Instrumental responses
Responses that are learned 
because of their relationship 
with some consequent 
outcome (such as safety or 
food) and include both actions 
and habits.

Habits
Learned behaviours that are 
acquired as a result of their 
initial relation to an outcome 
but do not depend on the 
value of the outcome.

Actions
Behaviours that result in an 
expected outcome as a 
consequence of a previously 
learned contingency between 
the behaviour and its outcome 
(action–outcome behaviours) 
or of deliberative cognitive 
forecasting (implicit or explicit) 
of a possible outcome.

Reactions
Behaviours — such as reflexes, 
fixed responses and habits — 
that are directly elicited by 
innate or learned stimuli.

Startle
A flinch-like behavioural reflex 
often studied in the laboratory 
by using sudden, loud acoustic 
stimuli.

that its focus be modified and extended to broaden the 
scope of responses covered in both the appetitive and 
aversive domains.

Rather than focusing on learned associations, our 
taxonomy treats unlearned or innate responses as foun‑
dational. In particular, we distinguish between two cat‑
egories of innate reactions: reflexes and fixed reaction 
patterns. These responses are automatically elicited 
by external stimuli. Both of these types of reaction 
can also come under the control of Pavlovian stimuli; 
thus, together they subsume Dickinson and Balleine’s 
Pavlovian category. We also adopt and extend their 
instrumental categories: alongside habits, we thus sub‑
divide goal‑directed behaviours into three categories 
of actions (behaviours that result in some expected 
outcome) according to how their outcome is forecast. 
Specifically, in addition to those actions that use learned, 
direct action–outcome associations, we also consider 
those in which goals are forecast indirectly through 
deliberative cognitive processes. Computationally, this 
corresponds to the recognition that there are multiple 
types of model‑based controllers, using different types 
of model. We include both implicit (nonconscious) and 
explicit (conscious) forecasts, which helps to account 
for dissociations in neural mechanisms and provides 
a basis for considering the role of states such as fear 
in these behaviours. The result is a hierarchical taxon‑
omy consisting of six categories of behaviours: innate 
species‑ typical reflexes and fixed reactions, learned 
instrumental responses and actions based on noncon‑
scious or conscious deliberation (TABLE 1). Importantly, 
although we use this taxonomy to discuss defensive 
behaviours, it may apply equally well to the appetitive 
domain. The defensive behaviours in these six catego‑
ries occur to differing degrees in different organisms in 
the animal kingdom; however, we here focus on these 
responses in mammals (some of which exhibit all six 
kinds of behaviour, especially humans).

Innate responses
Defensive reflexes. If you step on a sharp object bare‑
footed, your leg reflexively withdraws. If an insect flies 
close to your eye, you reflexively blink to protect the 
underlying tissues. Reflexes such as these are more or 
less hardwired stimulus–response connections that 
are automatically and rapidly triggered by an innately 
programmed stimulus (known as an unconditioned 
stimulus (US)). They are part of an organism’s species 
heritage and are common to all members of the spe‑
cies. Reflexes are typically graded (that is, the more 
intense the stimulus, the stronger the response (up to 
a limit)) and usually involve one muscle or a limited 
set of muscles. From a computational perspective, 
reflexes (and the fixed reaction patterns described 
below) constitute largely preprogrammed responses 
to different types of event11. They are adapted to the 
organism’s ethological niche and, within the organism, 
to the particular context5,15. Reflexes occur throughout 
invertebrate and vertebrate phyla as part of their innate 
survival repertoire.

A defensive behavioural reflex that has been studied 
extensively in mammals is startle16,17. This flinch‑like 
response involves muscles up and down the body. The 
neck and back of mammals are outside of their visual 
field, and startle reflexes protect the organism in the case 
of a predatory attack to these areas by shortening and 
stiffening muscles, thus reducing exposure and making 
penetration more difficult. The reflex can be elicited by 
touch, acoustic stimuli or vestibular stimuli, and combi‑
nations of these produce more robust responses. In lab‑
oratory settings, startle is often studied by using sudden, 
loud acoustic stimuli.

Defensive reflexes such as startle, although innate, 
can be modulated by learning. For example, an innoc‑
uous stimulus (such as a light that comes on and goes 
off) normally has minimal effects on startle reflexes. 
However, after being paired with an aversive US through 

Table 1 | A defensive taxonomy

Reactions and 
behaviours

Elicited or 
emitted

Instrumental Goal-
directed

Basis of goal-
directedness

Implicit or 
explicit

Example

Species-typical reactions

Reflexes Elicited No No N/A Implicit Startle

Fixed reaction patterns Elicited No No N/A Implicit Freezing

Instrumental behaviours

Habits Elicited Yes No N/A Implicit Avoidance responses that persist despite 
lack of evidence that harm will come if 
they are not performed

Action–outcome 
behaviours

Emitted Yes Yes Action–
outcome 
contingency

Implicit Avoidance responses based on a history 
of harm

Deliberative actions, 
implicit

Emitted Yes Yes Nonconscious 
deliberation

Implicit Avoidance of possible harm by implicitly 
anticipating a potentially dangerous 
event

Deliberative actions, 
explicit

Emitted Yes Yes Conscious 
deliberation

Explicit A conscious feeling of fear that motivates 
a plan to mitigate or escape from present 
harm or to avoid future harm

N/A, not applicable.
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Pavlovian conditioning
The process through which 
animals learn to associate 
initially arbitrary stimuli with 
biologically important stimuli 
such as threats.

World model
An internal representation of 
the contingencies of the 
environment, such as a spatial 
map or the steps in a task.

Appetitive conditioning
Learning based on the 
prediction of rewards.

Pavlovian conditioning, it becomes a conditioned stimulus 
(CS) and the magnitude of the startle reflex increases if 
tested while the CS is present18,19.

Defensive fixed reaction patterns. Similar to reflexes, 
fixed reaction patterns are more or less innate behav‑
ioural responses that are automatically elicited by particu‑
lar stimuli and are common to all members of a species. 
Departing from the more traditional ethological desig‑
nation of ‘fixed action patterns’ (REF. 20), we here substitute 
‘reaction’ for ‘action’ to convey their automatic nature. 
This substitution also allows us to respect the recent view 
that the term ‘actions’ should be reserved for emitted,  
flexible behaviours rather than elicited, fixed ones14.

In contrast to reflexes, fixed reaction patterns are less 
directly related to stimulus intensity, are slower in onset 
and typically involve complex patterns of coordinated 
responses. They sometimes involve the whole body (for 
example, in freezing, flight and defensive fighting21–25) but 
in other cases involve more restricted groups of muscles 
(for example, in facial expressions or vocalizations26–32). 
Which reaction or reflex occurs depends on the context. 
One crucial dimension is the imminence of the threat, 
which controls a shift from behaviours aimed at ori‑
enting and obtaining information to those that aim to 
avoid detection (such as freezing) and finally to escape 
or fight5,8,33.

Like reflexes, defensive fixed reaction patterns such 
as freezing21,22,34,35 and flight36 can, through Pavlovian 
conditioning, come under the control of CS that are 
associated with aversive outcomes. Although this is tradi‑
tionally called ‘Pavlovian fear conditioning’, we prefer to  
use the expression ‘Pavlovian threat conditioning’  
to avoid the implication that subjective ‘fear’ underlies 
the process8. By freezing or fleeing in the presence of a 
learned warning signal, the organism may prevent being 
detected or captured. Species‑typical innate defensive 
fixed reaction patterns, like reflexes, are also widespread 
in the animal kingdom37–41.

Defensive instrumental behaviours
Organisms can learn, through experience, to produce arbi‑
trary (rather than fixed, species‑specific) responses10,42–45. 
Pressing a lever46 or shuttling in a runway47,48 to escape 
or avoid harm are laboratory examples in the defensive 
realm, and comparable behavioural paradigms have been 
developed for human studies49–54.

Behaviours such as these, which depend on past expe‑
rience, are often referred to as instrumental responses. 
Traditionally, two types of such instrumental response 
are distinguished: actions, which are goal‑directed, and 
habits, which are not. These responses depend on previ‑
ous experiences in different ways: computationally, they 
derive their action preferences by using, or respectively 
not using, a model of the environment. The traditional 
taxonomy emphasizes actions as being acquired via 
trial‑and‑error experiences with an action’s outcomes. 
However, we here add a second type of goal‑directed 
action — one that is based on cognitive deliberation (or 
forecasting) of possible future outcomes and requires a 
more elaborate world model than trial‑and‑error learning. 

We thus distinguish two kinds of instrumental behav‑
iour (habits and actions) and within actions distinguish 
action–outcome behaviours and deliberative actions, 
with the latter involving either implicit or explicit  
cognitive forecasting.

Defensive habits. Instrumental responses can, in some 
cases, be acquired through habit learning13,55–61. With 
so‑called ‘model‑free’ learning, actions that achieve 
some reinforcing outcome are repeated when similar 
stimuli arise again. The resulting action tendencies, or 
habits, are thus akin to reflexes and fixed reaction pat‑
terns because they are automatic, stimulus‑triggered 
responses; however, the elicited response is arbitrary and 
learned rather than preprogrammed. These responses 
are known as habits because, once acquired, they are 
stimulus‑elicited regardless of the actual value of the 
outcome and are thus difficult to break.

The existence of habits means that not all instru‑
mental behaviours are goal‑directed; that is, not all such 
behaviours are chosen in a way that depends on obtain‑
ing a particular, valued outcome. Distinguishing habits 
from goal‑directed instrumental behaviours is difficult; 
however, recent work on appetitive conditioning has iden‑
tified strategies for doing so10. These strategies may be 
applicable to aversive instrumental responses (that is, 
avoidance responses) and thus may be used to determine 
under what circumstances they are goal‑directed versus 
habitual (BOX 1).

In children and adolescents, habit learning seems to 
be the dominant means by which instrumental responses 
are acquired62. In adults, habits commonly emerge when 
a stimulus–response association is strengthened by being 
repeatedly reinforced and are typically observed follow‑
ing extensive training57,58. However, in adults, habits can 
also develop alongside goal‑directed actions63–65 and con‑
tribute to behaviour even early in training, as verified by 
neural manipulations that inactivate outcome‑ dependent 
behaviour66. Habitual avoidance is a way to defend 
against harm quickly and efficiently, but habits can also 
be pathological. Alterations in the balance between habit‑
ual and goal‑directed behaviour have been implicated 
in conditions such as obsessive–compulsive disorder 
and substance abuse in humans50,67. For example, hand‑
washing is a useful way to avoid bacterial infections; how‑
ever, when it becomes habitual and independent of any 
actual benefit, it can become pathological.

Defensive action–outcome behaviours. When the per‑
formance of an instrumental behaviour is dependent 
upon its learned consequences, it is said to be goal‑ 
directed. This definition may seem tautological, but (as 
mentioned above) other instrumental behaviours (nota‑
bly habits) that may appear goal‑directed are not (BOX 1). 
Truly goal‑directed actions depend on two factors10,14,57: 
the recognition of a contingency between action and 
outcome and the current status of the outcome as a val‑
ued goal. Such goal‑directed actions are typically said to 
be emitted (rather than elicited or triggered) in the pres‑
ence of relevant stimuli, reflecting the active engage‑
ment of the organism in deciding what to do when. 
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Active avoidance
A type of experimental task in 
which organisms must produce 
a particular response to avoid 
harm.

Outcomes such as these are reinforcing, as they increase 
the likelihood of the action taking place again in the 
future, but they are sometimes called ‘goals’ to distin‑
guish them from other, more conventional reinforcers 
and to capture the prospective focus of the action.

The classic case of goal‑directed behaviour studied 
in the laboratory involves directly learning the action– 
outcome contingency (for example, by allowing an organ‑
ism to observe that a lever press is followed by food or 
that a shuttling response is associated with safety). We use 
the expression ‘action–outcome behaviours’ to describe 
actions based on contingencies learned in this way. 
Computationally, an action–outcome contingency is the 
simplest case of what computer scientists know as a world 
model — a representation of the predictive contingencies 
governing a task. Goal‑directed action is thus an instance 
of model‑based evaluation — choosing an action on the 
basis of a (simple) model predicting its consequences.

The goal‑directedness of behaviour has been stud‑
ied extensively in the appetitive domain. As we argue 
in BOX 1, certain forms of avoidance behaviour can also 
be considered essentially goal‑directed. These allow 
an organism to select actions when in danger with the 

goal of escaping from or avoiding exposure to harm on 
the basis of past experience with the action–outcome 
contingency. Such learning is often said to involve two 
processes or factors: an initial stage of Pavlovian condi‑
tioning, leading to freezing, followed by a stage of instru‑
mental learning47,68,69. In contrast to this active avoidance, 
circumvention of harm can also occur through inac‑
tion70. In this so‑called passive avoidance, harm is 
avoided by remaining still. We focus on active avoidance 
in this Review because in passive avoidance it is harder 
to separate Pavlovian and instrumental influences on 
learning and to distinguish outcome‑dependent and 
habitual responses. Below, ‘avoidance’ therefore refers 
to the active form unless otherwise indicated.

Defensive deliberative actions. Traditionally, a defining 
characteristic of outcome‑dependent actions is that their 
performance depends on learning the action–outcome 
contingency; that is, the animal must learn that lever 
pressing produces food or shuttling avoids harm10,14. 
We here propose that, in some cases, contingency may 
go beyond an animal’s direct experience of the associa‑
tion between a particular action and outcome and that 
goal‑directed decisions can also be guided by construc‑
tive or extrapolative planning, in which the relationship 
between an action and its ultimate outcome is forecasted, 
indirectly, by drawing on diverse mnemonic representa‑
tions, such as spatial maps or world models12,63, epi‑
sodes71,72 or schemas73. We refer to these sorts of actions 
as ‘deliberative actions’, highlighting the necessity of 
actively constructing or forecasting the outcome.

Computationally, model‑based control generalizes 
beyond single‑step action–outcome models to more 
elaborate representations, the consequences of which 
for a candidate action’s outcome must be iteratively 
computed via some process such as a tree search. The 
computational concept of model‑based control prob‑
ably corresponds to a number of neurally and psy‑
chologically distinct systems that work with different 
representations.

The need to reason about the consequences of an 
action arises in many circumstances, including when 
past experience does not provide a relevant action–
outcome contingency, when relationships are indirect 
(involving multiple steps or more than one action and 
outcome; for example, during the planning of spatial 
trajectories) and when a previously learned action– 
outcome contingency must be generalized to wholly 
novel situations. For example, if you were previously 
successful in escaping from harm by running away but 
are trapped on a riverbank with no clear escape route, 
you might generalize from your experience with running 
and choose swimming as the next option.

The suggestion that multiple levels of instrumen‑
tal control are layered atop simpler, reflex‑based and 
reaction‑ based defence circuitry also raises the question 
of the circumstances in which these different strategies are 
deployed. One intriguing suggestion, from the recently 
published ‘survival optimization system theory’ (REF. 5), is 
that the hierarchy of computational complexity at least 
partly corresponds to and extends classic ideas about the 

Box 1 | Actions versus habits in avoidance

Whether a behaviour is goal-directed or habitual cannot be determined by simply 
observing its performance: additional tests must be used10,14,57. In the appetitive domain, 
a standard approach is to screen for the sensitivity of the behaviour to either of the two 
defining features of goal-directed behaviour: the action–outcome contingency (the 
predictive relationship between the action and outcome) or the outcome value. If these 
are degraded, performance of the instrumental response will diminish if it depends on 
goal-directed learning but will be unaffected if it is a habit. For example, if a sated 
animal reduces lever-pressing for food, this demonstrates the role of the outcome value 
in the decision to act. Persistent lever pressing in the presence of satiation is, 
conversely, consistent with outcome-independent stimulus–response habits.

The distinction between goal-directed and habitual behaviour is also relevant to the 
aversive domain, in which the nature of instrumental avoidance has been the subject of 
long and contentious debate47,69,173,209–215. Mower’s classic theory argued for a two-factor 
(Pavlovian plus instrumental) learning account of avoidance68. However, lacking the 
modern understanding of habit, instrumental here meant goal-directed. Evidence that 
learned avoidance responses tend to continue after extinction of the Pavlovian 
conditioned stimulus was taken to mean that the response could not be instrumental 
and must therefore be Pavlovian in nature. For example, Bolles argued that avoidance 
was nothing more than a Pavlovian conditioned flight response210,211. With no way out of 
this conundrum, behavioural work on avoidance (and the nascent effort to pursue its 
neural basis) fell out of favour173,216.

However, it now appears that the argument against the instrumentality of avoidance 
was ill-founded173. Much of the evidence against instrumentality was not based on 
goal-directed behaviours and instead involved animals that had been overtrained48,180. 
Overtraining is now recognized as a way to shift animals from goal-directed actions to 
habits66,160,173. However, it is also unlikely that avoidance is simply a flight response. The 
conditioned escape and avoidance responses that occur in typical laboratory 
procedures are physically quite different from innate flight, which is a stereotyped burst 
of activity. Indeed, recent studies have shown that the circuits underlying Pavlovian 
conditioning of innate flight reactions36 overlap with the Pavlovian freezing circuit and 
that both are distinct from the avoidance learning circuit168,173.

Modern concepts and recent findings thus go a long way towards correcting the 
misconception of avoidance as nothing more than a Pavlovian response. The failings of 
the two-factor theory are thus overcome by adding habit as a third factor173. Armed 
with the conceptual advances that have been made in appetitive conditioning, it should 
now be possible to determine, using contingency degradation and/or outcome 
devaluation studies, under what conditions avoidance is a goal-directed instrumental 
response as opposed to a habit.
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hierarchy of responses to threat imminence. Specifically, 
it is suggested that slow and computationally labori‑
ous deliberation is best suited to situations requiring  
prevention and avoidance when the agent is fairly safe.

We suggest that such extrapolative planning involves 
implicit (nonconscious) cognitive processing and/or 
conscious deliberation. This proposal sharpens an earlier 
suggestion by Balleine and Dickinson74, who associated 
consciousness with goal‑directed behaviour generally but 
did not distinguish between action–outcome behaviour 
and more deliberative forms of behaviour that depend 
on forecasting rather than directly learned contingencies.

That many cognitive actions can be planned and exe‑
cuted without requiring explicit conscious deliberation 
is now known. For example, recent work has shown that 
flexible decision phenomena can function implicitly75,76. 
Furthermore, although deliberation is often associated 
with working memory and working memory is often 
linked with consciousness77–82, recent work has shown 
that working memory can function independently of 
consciousness83–88.

We argue that, in most animals, implicit cognitive 
processing is likely to dominate8,89. Evidence shows that 
birds have elements of episodic memory90; however, evi‑
dence that these episodic‑like representations are actu‑
ally consciously experienced is lacking as the studies in 
this area do not clearly distinguish conscious from non‑
conscious metacognitions89,91–93. Heyes argues that, just 
as planetary motion follows rules, so does animal behav‑
iour89. However, neither planets nor animals know the 
rules or consciously choose to follow them. She argues 
that nonhuman animals primarily depend on implicit, 
domain‑general rules, such as those underlying complex 
associative learning, to guide behaviour, whereas humans 
(especially in social situations) are able to use specific, 
conscious and verbally reportable rules89. We consider 
that both human and nonhuman animals undertake 
elaborate, nonconscious forms of cognitive delibera‑
tion. For instance, planning novel routes in spatial nav‑
igation or deciding to cache food to meet anticipated 
future needs requires some form of iterative traversal of  
a mental map or model90,94. However, the complexity  
of this forecasting does not in itself necessarily imply that 
it occurs consciously89,95–97. Thus, conscious deliberation, 
especially when involving linguistic reasoning, may be 
specific to humans. However, even humans are not aware 
of all cognitive deliberation in real time. As Lashley98 
and many others since have pointed out, we have limited 
access to the cognitive processes underlying the intro‑
spective conscious content that is sometimes generated 
as a by‑product of such processing.

In the defensive situation, one reason to consider 
the distinction between nonconscious and conscious 
cognitive actions is to question the folk‑ psychological 
expectation (reified in scientific terminology) that 
defensive responses of all kinds are causally motivated 
by conscious emotional states such as fear. Fear is rel‑
evant, but only in some circumstances in some species. 
The contribution (or lack of contribution) of fear to each 
of the defensive behavioural categories described above 
is discussed in BOX 2.

Neural circuits for defence
The circuitry underlying defensive behaviours changes 
as reactions give way to actions, as actions become hab‑
its and as circuits underlying forecasted outcomes take 
over when past instrumental learning has not provided 
a suitable action or habit (FIG. 1). In addition, distinct cir‑
cuits are engaged when implicit or explicit forecasting 
is used to guide actions that allow escape or avoidance 
of harm. Throughout much of the discussion below, the 
details we describe have been most extensively docu‑
mented in rodents; however, they are consistent in the 
other mammals, including humans, in which they have 
been studied to a lesser extent. Nevertheless, in the 
case of explicit, conscious deliberation, data exist only 
in humans.

Circuits for innate responses
Reflex circuits. The acoustic startle reflex has been 
studied extensively both behaviourally and neuro‑
biologically99–102. Studies in rodents show that reflex 
depends on connections between the brainstem auditory 
neurons that process the startle‑ eliciting stimulus and 
the motor circuits that control neck, face, eye, back and 
leg muscles. Specifically, the cochlear nerve transmits 
auditory signals to the cochlear nucleus in the brain‑
stem. The cochlear nucleus connects to the pontine 
reticular nucleus, the outputs of which innervate facial, 
cranial and spinal motor neurons. These connections are 
made up of short pathways that allow the reflex response 
to be executed within 6–10 ms of the onset of the  
acoustic stimulus.

We focus on the startle reflex over other reflexes 
because of its close relation to the circuitry under‑
lying Pavlovian threat conditioning (described below). 
Specifically, a Pavlovian CS modulates startle through 
output connections of the central nucleus of the amy‑
gdala (CeA) to the pontine reticular nucleus19. The CeA is 
also involved in controlling other innate and conditioned 
reactions and in the learning of instrumental actions, as 
described in the following sections.

Fixed reaction pattern circuits. Freezing behaviour, a 
defensive fixed reaction, has been studied in rodents 
and nonhuman primates and can be elicited by both 
innate threat stimuli23,103–105 and stimuli that have become 
threats through Pavlovian threat conditioning21,22,106,107. 
The amygdala is a central hub in the circuitry of freezing 
in response to both categories of threat stimuli8,23,37,107–109. 
In both cases, the amygdala receives sensory inputs 
about the threat and connects with downstream tar‑
gets, especially the periaqueductal grey (PAG) region, 
to control the expression of freezing responses. However, 
the amygdala subregions and downstream targets differ 
somewhat in the cases of innate and learned threats.

Innate threats include the sights, sounds and odours 
of predators. Auditory and visual information about 
predators is received by the lateral amygdala (LA), 
which projects to the accessory basal amygdala (ABA), 
whereas olfactory predator cues enter the amygdala via 
the medial nucleus23,110,111. Both the ABA and the medial 
amygdala project to the ventromedial hypothalamus, 

R E V I E W S

NATURE REVIEWS | NEUROSCIENCE  VOLUME 19 | MAY 2018 | 273

©
 
2018

 
Macmillan

 
Publishers

 
Limited,

 
part

 
of

 
Springer

 
Nature.

 
All

 
rights

 
reserved.



which connects with the PAG. The PAG is the interface 
with motor systems controlling freezing and other innate 
defensive behavioural responses.

For learned threats, the circuits overlap with, but also 
diverge from, those responsible for processing innate 
threats8,23. Information concerning the CS again arrives 
via the LA, where it acquires threatening properties dur‑
ing Pavlovian threat conditioning by way of synaptic plas‑
ticity that is induced by the convergence of the CS and 
US pathways onto single LA cells. After conditioning, 
information concerning the CS is therefore able to flow 
through the LA to the other amygdala regions that con‑
trol freezing. The cellular and molecular events in the LA 
that transform the neutral stimulus into an aversive CS 
are well characterized108,109,112–119. The LA connects to the 
CeA through direct and indirect circuits within the amyg‑
dala110,120. Within the CeA, different classes of identified 
cell types interact to process the inputs and control further 
outputs36,118,121–125. Through connections from the CeA 
(especially its medial division) to the PAG, CS‑evoked 
freezing is triggered36,122,126–130. The outputs of the CeA 

to hypothalamic and brainstem targets control not only 
freezing behaviour but also autonomic and endocrine 
reactions elicited by the CS. CeA outputs also activate 
neuromodulatory systems, which release noradrenaline, 
dopamine, serotonin, acetylcholine and other modulators 
across the brain. Areas of the amygdala are among the tar‑
gets of these modulators, creating a feedforward process 
that helps to sustain vigilant processing of and respond‑
ing to the threat8. Furthermore, CeA outputs to the brain‑
stem startle circuitry (described above) allow conditioned 
threats to enhance startle reflexes19.

The processing of innate and learned threats in the 
amygdala is regulated by other brain areas8,131–134. The 
hippocampus provides information about the context in 
which the danger is occurring, whereas the infralimbic 
and prelimbic regions of the medial prefrontal cortex 
facilitate the adjustment of amygdala output activity in 
response to changes in the threat potential of the envi‑
ronment. The paraventricular thalamus regulates CeA‑
mediated consolidation of threat memories and their 
behavioural expression123,135.

Box 2 | Conscious emotional experiences and explicit action forecasting

Darwin argued that emotions, such as fear, are innate states of mind that cause innate behaviours26. Indeed, it is common 
today to assume that fearful feelings are the causes of defensive fixed reaction patterns and defensive responses217–219 
and, similarly, that a reduction in fearful feelings reinforces the acquisition of instrumental avoidance 
responses47,68,173,209,212–215. However, several lines of evidence question the validity of this conclusion8,77,173,195,207. First, in 
dangerous situations, subjectively experienced fear is not reliably correlated with behavioural defence responses. 
Second, when subjective awareness of the threat stimulus is prevented experimentally, the stimulus still elicits body 
responses despite the person not being able to report what the stimulus is, and despite not reporting any feelings of fear, 
even when prompted. Third, brain damage that disrupts behavioural responses elicited by threats does not necessarily 
eliminate conscious feelings of fear. Fourth, pharmaceutical treatments do not affect defensive responses and feelings of 
fear equally.

Some investigators use ‘fear’ to denote a nonsubjective state that underlies defensive behaviour19,21,69,220–222. However, 
the neural states and brain circuits that control innate defensive responses, actions learned by their outcomes and 
cognitively forecasted actions clearly differ. Thus, many such states are currently labelled by the undifferentiated term 
‘fear’. This problem could be remedied if we assume that there are different varieties of nonsubjective fear states. 
However, a more fundamental problem223 is that the use of a subjective-state term to describe nonsubjective states (such 
as fear, hunger or pleasure) means that our concept of the neural circuits in question becomes conflated with the 
subjective properties that we are trying to circumvent3,4,8,77,195,207,208,224. Thus, most people who read or hear about such 
‘fears’ think the author is describing subjective experiences.

To avoid confusion, the neural state that controls freezing and supporting physiological responses has been called a 
neural state of a ‘defensive survival circuit’ (REFS 3,4,8). The defensive survival circuit state initiates a more general state of 
brain and body arousal that has been called a ‘defensive global organismic state’ (REFS 3,4,8). This state then invigorates and 
directs behaviours on the basis of an action–outcome contingency. This conception leaves the term ‘fear’ to 
unambiguously denote the subjective experience of fear itself. In our taxonomy, we thus exclude a necessary role of 
conscious fear in defensive reflexes, fixed reactions, habits, action–outcome behaviours and implicit cognitive 
forecasting but give it a considerable role in explicit forecasting in threatening situations.

An emerging view treats fear as a cognitive state constructed from nonemotional ingredients8,77,225. Specifically, this 
suggests that fear arises from the coalescence in the working memory of sensory signals, memory signals and the various 
physiological consequences instantiated in the global organismic state that follows survival circuit activation4,8,77,195,207,224. 
What makes fear different from other emotional states, and emotional states different from nonemotional states of 
consciousness, is thus the set of underlying signals being processed in working memory (a related view has also been 
expressed by Barrett225).

Working memory is now recognized to have conscious and nonconscious facets83–88. Therefore, it is proposed that the 
cognitive state that initially results in working memory is a nonconscious representation and that re-representation of 
this state results in a conscious state of fear8,77 (FIG. 3). Once present as a conscious state in working memory networks, 
fear is proposed to become a major factor in informing decisions about how to act in a given situation8. We propose  
that conscious fear contributes to explicit deliberative forecasting. For example, if you are walking down a dark street 
and notice a group of shady characters ahead, this may arouse fear and prompt you to decide to change your route.  
On the other hand, it is also possible that you first decide nonconsciously and then only consciously rationalize  
the choice after the fact226. Distinguishing which form of deliberation underlies decisions is thus an important challenge 
for the field.
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When there is an element of uncertainty about the 
threat, the role of the amygdala diminishes and the bed 
nucleus of the stria terminalis (BNST) plays a greater 
role136–140. Although this role is often said to be that of 
creating a state of anxiety, a more objective descrip‑
tion states that the BNST processes future, uncertain 
threats8. In doing so, it receives connections from the 
hippo campus rather than from the sensory pathways 
that feed into the amygdala; however, its outputs overlap 
with those of the amygdala.

The results described above arise from studies in 
rodents and, to some extent, nonhuman primates. The 
human brain cannot be explored with the same pre‑
cision. However, research on patient populations, as 
well as brain imaging studies of healthy participants, 
confirm the basic findings of animal research141–143. 
Thus, lesions of the human amygdala disrupt Pavlovian 
threat conditioning144,145. Following Pavlovian threat 
conditioning, the CS elicits increased neural activ‑
ity in the amygdala (as measured by functional MRI 
studies)146,147. Depth electrode recordings also sup‑
port a role for the human LA in the rapid processing 

of threat‑related stimuli148,149. Furthermore, imaging 
studies implicate the BNST in processing uncertain, 
future threats150.

In humans, it is considerably easier to make distinc‑
tions between conscious and nonconscious processing 
than it is in animals. On the basis of procedures such as 
masking or bistable stimulation (both of which manip‑
ulate the conscious availability of perceptual stimuli), 
studies have suggested that the amygdala supports 
implicit or nonconscious processing of Pavlovian con‑
ditioned threats151–156. This means that the contribution 
of the amygdala to threat processing can be studied 
similarly in humans and other mammals without mak‑
ing it difficult to defend assumptions about animal 
consciousness.

Circuits for instrumental responses
Avoidance circuits. Avoidance is the prototypical defen‑
sive action. Compared with appetitive behaviour, for 
which the goal is typically concrete and affirmative, the 
goal of defence is to avoid a threatened aversive outcome. 
Therefore, success at this goal is signalled negatively by 
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Figure 1 | Neural circuits underlying innate reactions and instrumental actions and habits. Schematic images 
illustrate the circuits proposed to underlie defensive fixed reactions, action–outcome (A–O) behaviours and 
habits. Defensive fixed reactions can be elicited by species-typical (known as innate or prepared) stimuli (innate threats) or 
by previously neutral stimuli that have become associated with innate threats (learned threats) via Pavlovian 
conditioning21–25. Learned threats can also initiate instrumental behaviours47,48,68,69,171,173. Those that are controlled by  
their learned outcomes are A–O behaviours, whereas habits are instrumental behaviours that are performed independent 
of learned outcomes10,13. The circuits that mediate innate fixed23–25 and Pavolvian108,109 reactions and A–O 
behaviours171,173,216 are well-established pathways that convey sensory information through a series of amygdala nuclei to 
descending pathways via the periaqueductal grey (PAG). By contrast, little is known about the habit circuitry except that 
the amygdala does not participate160,161. Extrapolation from appetitive conditioning research suggests that the 
dorsolateral striatum plays a role in defensive habits12,66,174; however, this has not been tested (indicated by a question 
mark). ABA, accessory basal amygdala; BA, basal amygdala; CeA, central amygdala; itc, intercalated nuclei of the 
amygdala; LA, lateral amygdala; MA, medial amygdala; VMH, ventromedial hypothalamus.
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omission of the threat. This negative signalling means 
that learning to avoid is predicated on first learning that 
some threat stimulus predicts the aversive outcome.

Active avoidance learning has long been viewed as 
a two‑stage learning process47,68. First, a Pavlovian CS–
US association between the warning signal and a shock 
is made. Then, over time, instrumental behaviours are 
acquired because of their success in avoiding the harm 
produced by the expected shock. These two processes are 
particularly separable in signalled active avoidance tasks 
(the paradigm principally discussed here), in which a CS 
signals impending threat but can be terminated (and the 
threat avoided) by a particular response.

Although early efforts to identify the neural circuits 
of avoidance used crude lesion methods and produced 
confusing results157, more recent research has built on 
the success of circuit studies of Pavlovian conditioning 
to implicate a specific set of circuits in active avoidance. 
Specifically, this work has shown that the LA and the 
basal amygdala (BA) are required for active avoidance 
and (unlike for reactive freezing) the CeA is not158–164. 
This finding suggests that reactive freezing and active 

avoidance depend on different intra‑amygdala circuits 
that emanate from the LA: connections from the LA to 
the CeA for reactive freezing and connections from the 
LA to the BA for active avoidance. The involvement of 
the LA in both responses suggests that a CS–US associ‑
ation encoded within the LA circuits during Pavlovian 
conditioning is used for both reactions and actions 
evoked by the CS, presumably reflecting the aforemen‑
tioned dependence of the avoidance response on the 
Pavlovian association.

Unlike freezing, which is driven by CeA connections 
to the brainstem, avoidance requires connections from 
the BA to the ventral striatum (specifically, the nucleus 
accumbens (NAcc))161,162,165–168. This circuitry is also simi‑
lar to that required for another variant of active avoidance 
conditioning, known as ‘escape from threat’, in which rats 
learn to perform actions that are reinforced solely by CS 
termination169. The amygdala circuits underlying escape 
from threat mirror those of signalled active avoidance: 
LA and BA are required, but CeA is not170.

Not only is the CeA unnecessary for active avoidance 
learning, the reactive freezing responses that it subserves 
actually appear to compete or interfere with avoidance: 
lesions of the CeA eliminate freezing and enhance the 
acquisition and expression of avoidance160,161,171. CeA 
lesions also rescue performance in animals that fail to 
express avoidance behaviour owing to excessive freez‑
ing, allowing these ‘poor performers’ to start to avoid 
normally172. Thus, CeA lesions do not prevent avoid‑
ance but do constrain expression indirectly by elimi‑
nating freezing, which is a competing response (active 
avoidance cannot take place in a freezing organism)173. 
CeA lesions also modulate instrumental appetitive 
actions by altering competing responses174–176. However, 
the CeA is known to be required for the acquisition of 
appetitive instrumental habits — this is not the case  
in avoidance174.

A distinction between aversive actions and reactions 
can also be observed at the level of the NAcc. A success‑
ful avoidance response to the presentation of a warning 
signal was preceded by an increase in NAcc dopamine. 
If no such dopamine increase was observed, subjects 
failed to avoid166. Conversely, presentation of an aver‑
sive Pavlovian CS caused a decrease in NAcc dopamine 
release, suggesting that defensive actions and reactions 
also have distinct neurochemistry in NAcc.

How does the transition from reactive freezing to 
active avoidance occur? Recent findings indicate that 
the medial prefrontal cortex plays a key role159,171,173,177 by 
switching behavioural control from the dominant LA–
CeA–PAG circuit to the LA–BA–NAcc circuit (FIG. 2). 
In particular, the infralimbic region of the medial pre‑
frontal cortex (PFCil) suppresses defensive reactions 
and facilitates defensive actions by toggling between 
different amygdala output pathways, inhibiting reactions 
controlled by the CeA–PAG projection (freezing) and 
enhancing actions controlled by the BA–NAcc projection 
(avoidance)171,173.

Few studies have examined the brain mechanisms of  
active avoidance in humans. However, the results 
of those that have are broadly consistent with the  
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Figure 2 | Switching between reactive and active coping during active avoidance 
learning. Freezing and avoidance are competing defensive behaviours: actions such as 
avoidance cannot be taken while a freezing reaction is being expressed. Active 
avoidance is acquired in stages68,69,215. For example, in a task in which a tone warning 
signal precedes an electric shock, the tone initially becomes a threatening Pavlovian 
conditioned stimulus that elicits freezing (a form of passive coping). Over multiple  
trials, the animals learn to actively perform responses that turn off the tone and thus 
prevent the shock from being delivered (a form of active coping). Early in training, the 
tone controls freezing through a pathway involving the lateral amygdala (LA), the central 
amygdala (CeA) and the periaqueductal grey (PAG)108,109 (see also the Pavlovian reaction 
in FIG. 1). Later in training, LA outputs are switched from the CeA to the basal amygdala 
(BA), which then connects with the ventral striatum to control the active avoidance 
response (see also FIG. 1). The switch appears to be controlled by the infralimbic region of 
the medial prefrontal cortex (PFCil)159,171,173. However, the exact effect on the amygdala is 
not known (indicated by the question mark). Under certain conditions, this goal-directed 
instrumental action–outcome behaviour can lose its relationship to the outcome and 
become habitual (not shown, but see FIG. 1). itc, intercalated nuclei of the amygdala.
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Reward devaluation
An experimental procedure in 
which the value of an action’s 
outcome is reduced; used to 
verify that the action is 
goal-directed as opposed to 
habitual.

animal literature. Thus, studies using functional imag‑
ing have implicated the amygdala, NAcc and medial 
prefrontal cortex in active avoidance in humans49,52–54,178.

Habits versus action–outcome behaviours. Although 
evidence from manipulations designed to assess habitual 
behaviour, such as reward devaluation, is not yet available 
for aversive behaviour, the avoidance circuits described 
above strongly parallel those that support goal‑directed, 
rather than habitual, behaviour in appetitive condition‑
ing (BOX 3). This similarity supports the idea that these 
avoidance actions are likely to also be goal‑directed.

However, in addition to the sequential acquisition of 
defensive reactions and actions, we believe that a third 
mechanism — defensive habit — is also involved in 
avoidance learning173. For appetitive behaviour, habits 
depend on the dorsolateral striatum in both animals and 
humans50,55,56,61,179. Studies in rodents show that the tran‑
sition of appetitive instrumental behaviour from goal‑ 
directed actions to goal‑independent habits reflects a 
shift from circuits that control goal‑directed actions to 
the dorsolateral striatum habit circuitry66.

There is increasing (although still indirect) evidence 
that an analogous progression occurs for avoidance 
responses. Thus, with long‑term training, avoidance 
responses tend to resist extinction of the CS48,180 and the 
avoidance response becomes independent of the amyg‑
dala160,164. A crucial aim for future work will be to inves‑
tigate whether the amygdala‑independent responses are 
indeed habits that depend on the dorsolateral striatum.

Avoidance learning, although traditionally described 
as two‑factor learning47,68,69, thus appears to proceed 
through three distinct phases, each associated with its 

own neural circuitry173. The first is Pavlovian, involving 
defensive reactions underpinned by the LA–CeA–PAG 
pathway. The second is instrumental and involves defen‑
sive actions that require the LA–BA–NAcc pathway. In 
order to transition from reaction to action, the PFCil is 
recruited to suppress freezing and facilitate avoidance. 
The third and final phase involves defensive habits, 
which are independent of the amygdala. Extrapolation 
from appetitive findings suggests that the dorsolateral 
striatum is involved.

Deliberative actions. Above, we have suggested that a 
pair of circuits involving different nuclei of the amyg‑
dala and striatum support two pathways for instru‑
mental avoidance: goal‑directed actions that result 
from action–outcome associations and stimulus–
response habits. However, the behavioural taxonomy 
that we describe (TABLE 1) posits additional categories 
of goal‑directed behaviour that support more flexi‑
ble, constructive forecasting of action outcomes and 
draw on knowledge beyond unitary action–outcome 
associations. In some cases, such forecasting involves 
explicit, conscious deliberation. As used here, how‑
ever, deliberative does not necessarily imply conscious 
deliberation because much cognitive processing is 
known to occur nonconsciously (including the inte‑
gration of sensation and memory in perception, the 
planning of sentence structure and the predisposi‑
tions, attitudes and biases that shape behaviour and 
decision‑making itself 181–185).

A key reason to differentiate these additional catego‑
ries of goal‑directed actions from those described above 
is that their neural substrates are distinct. In particular, 

Box 3 | Circuit parallels between appetitive and aversive instrumental behaviour

Comparison of the circuitry for avoidance with that for appetitive instrumental behaviour reveals impressive parallels. 
For example, acquisition of active avoidance depends on the lateral amygdala (LA) and basal amygdala (BA); however, 
once avoidance is overtrained (presumably becoming habitual), these areas are not needed159,160. Similarly, the LA and 
BA are required for appetitive instrumental goal-directed behaviours but not for habitual instrumental responses227,228.

Evidence from manipulations designed to test for habitual behaviours, such as reward devaluations, is not yet 
available for avoidance behaviour. However, the parallels between the circuits involved in avoidance and appetitive 
behaviours suggest that the LA–BA circuit contributes to active avoidance by enabling a goal-directed instrumental 
action rather than a habit or Pavlovian reaction. If correct, this suggestion would resolve the controversy that arose from 
Bolles’s argument that avoidance is a Pavlovian conditioned flight response210,211 (BOX 1). Positioning avoidance instead 
as an example of goal-directed instrumental choice is consistent with the clear anatomical dissociation between an  
LA–central amygdala (CeA) pathway for Pavlovian freezing responses and an LA–BA pathway for avoidance173,216.

This same reasoning may also help to resolve one key difference between appetitive and aversive behaviour: the LA 
and BA are required to acquire avoidance behaviour (although performance later becomes independent of these 
structures, which we suggest provides evidence of a transition to habitual control)173. For appetitive tasks, however, 
animals can acquire instrumental responses for reward even with pre-training lesions to these structures227. However, 
without the LA and BA, these appetitive behaviours are evidently directly acquired as habits: they are insensitive to 
reward devaluation even before overtraining227. This concept suggests that animals can acquire appetitive habits, but 
not avoidance, without the LA and BA.

This seeming inconsistency may reflect a crucial conceptual difference between appetitive and aversive situations. An 
action can be directly reinforced by the desirable outcome it produces: this allows appetitive habits to be learned by 
reinforcement (without passing through a goal-directed stage). However, successful avoidance has no direct reinforcer: 
success in avoidance is signalled, instead, by the absence of an aversive outcome. The ability to recognize when 
avoidance succeeds (and learning to repeat that response, as a habit) depends on having previously learned to expect 
the aversive outcome. That is, avoidance learning rests on prior Pavlovian learning (and hence the LA), whereas 
appetitive learning does not. Indeed, in a special case of appetitive conditioning known as conditioned reinforcement, 
in which Pavlovian conditioned stimuli (rather than primary reinforcers) reinforce instrumental behaviour, the LA–BA 
complex is necessary229,230.
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unlike simple action–outcome instrumental learning186, 
these more flexible outcome‑directed behaviours are 
likely to require long‑term memory systems (especially 
the hippocampus) and prefrontal areas supporting 
working memory (FIG. 3). Because these sorts of behav‑
iour have not been studied to any considerable degree 
in avoidance, we view this as an important area for 
future work. Nevertheless, results from appetitive tasks 
provide hints.

Perhaps the most famous example of goal‑directed 
deliberative behaviour is route planning in spatial nav‑
igation, such as that required to find novel shortcuts. 
Planning a spatial route, drawing on information about 
obstacle and goal locations (the ‘cognitive map’), illus‑
trates a goal‑directed behaviour that is constructed 
using richer information than just the association 
between a single action and outcome. Such spatial plan‑
ning is widely believed to depend on the hippocampus, 
although (as with simpler instrumental behaviours) it 
is known that this behaviour can transition to a simpler 
striatum‑dependent habit stage with overtraining (under 
some conditions the two are acquired in parallel)50,64–66. 

Planning in a multistep decision task widely used to 
index model‑based control is also impaired by hippo‑
campal inactivation187. However, hippocampal lesions do 
not affect goal‑directed (that is, devaluation‑sensitive) 
instrumental lever‑pressing for reward, a behaviour that 
is presumably based on directly learned action–outcome 
associations186. We suggest that this reflects a distinc‑
tion between the neural substrates supporting direct 
action–outcome learning and those supporting more 
deliberative forms of behaviour.

The hippocampus also supports flexible, construc‑
tive decision‑making in a variety of nonspatial settings, 
including tasks requiring piecing together relations 
among multiple stimuli75,76,188, ‘model‑based’ planning 
over multiple steps of actions187 and decisions based 
on episodic memories or schemas72,73. These are exam‑
ples of goal‑directed choice behaviour that depend on 
different sorts of long‑term memory supported by the 
hippo campus; therefore, it is likely that analogous results 
would be seen for avoidance versions of these tasks, 
although this remains to be tested.

What then, would be the role of conscious aware‑
ness, including conscious fear, in these behaviours? The 
answer to this question reflects the final subdivision 
of our taxonomy. Hippocampal‑dependent memory is 
classically known as ‘explicit’ or ‘declarative’ memory 
because humans can in many circumstances verbally 
declare its contents189. However, although hippocampal 
memories can be readily made conscious, the access 
and use of hippo campal memories, which may require 
working memory (see below), are not necessarily con‑
scious8,190. Thus, it is conceivable that flexible decision 
behaviours informed by hippocampal memories can 
reflect non conscious processing despite the fact that we 
can also consciously access those memories. Effects such 
as acquired equivalence and sensory preconditioning 
are canonical examples of deliberative (but not neces‑
sarily conscious191) forecasting of value and are rooted 
in relational memories stored by the hippo campus 
and overlying cortices in both humans and non human 
animals75,76,192–194. Thus, humans show these effects 
(expressed, for instance, as preferences between stimuli 
that have differential, indirectly learned relationships 
to reward) without being able to consciously report the 
underlying chain of reasoning75,76.

Thus, we argue that, regardless of the conscious status 
of other animals, human conscious experiences have a 
decisive role in behaviour that is conceptually, psycho‑
logically and neurally distinct from the processes that 
control reflexes, fixed reactions, habits, contingency‑ 
dependent learned behaviours and even behaviours on 
the basis of implicit forecasting. Although we intend this 
as a general statement about conscious experiences, we 
are particularly interested in how subjective experiences 
of fear might affect defensive behaviour. Thus, although 
fear is not necessarily the cause of fixed reactions such as 
freezing, instrumental action–outcome behaviours such 
as avoidance or even certain flexible deliberative behav‑
iours controlled implicitly, it can still be instrumental in 
controlling behaviour. To explain this, we must define 
what we mean by fear.
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Figure 3 | Proposed circuits for deliberative defensive actions. In addition to direct 
action–outcome (A–O) learning, actions can be guided by more constructive or 
extrapolative deliberation. Sensory systems deliver threat information to the 
amygdala110,111, which controls defensive reactions by way of connections to  
the periaqueductal grey108,109 and A–O actions by way of connections to the ventral 
striatum171,173,216 (see text and FIGS. 1,2). Sensory systems separately deliver threat 
information to medial temporal lobe systems that form and store various kinds of 
long-term memory representations and the cognitive control circuits that underlie 
temporary or working memory86,111,190,192. Included in the cognitive control networks are 
the lateral and medial prefrontal and parietal cortex, the insula cortex and the 
interactions between these areas. Nonconscious working memory83–88 is proposed to 
integrate sensory, memory, amygdala, brain arousal and body signals8,77. The resulting 
representation can be used by cognitive control processes to initiate defensive actions 
implicitly (nonconscious deliberation). Re-representation of nonconscious working 
memory states is proposed to result in a conscious state (a thought or an emotional 
feeling) that can contribute to explicit action choices (conscious deliberation)8,77.
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In our conceptual scheme, fear results in part from 
inferences that arise from self‑monitoring, generating a 
complex higher‑order state that is assembled in work‑
ing memory through the integration of various non‑
conscious lower‑order representations8,77 (BOX 2). Once 
fear has been assembled in working memory, we pro‑
pose that it operates in the same manner as any other 
kind of working memory representation (for example, 
biasing attention and further processing of relevant 
information). Importantly, we suggest that subjectively 
experienced fear serves as a basis for deliberative explicit 
decision‑making and behavioural control so as to guide 
avoidance of or escape from an existing or anticipated 
threatening situation8,77,195. Although fairly little work has 
been done on the neural basis of conscious fear itself, 
prefrontal working memory circuits are, at a minimum, 
engaged196, suggesting that conscious fear emerges via 
working memory in a manner that is similar to none‑
motional conscious experiences77. Given that working 
memory has both nonconscious and conscious aspects, 
additional work is needed to specify the nature of the 
conscious and unconscious behavioural control that is 
related to the experience of fear (BOX 2).

All this suggests that deliberative actions should 
depend on working memory (see earlier discussion) and 
its underlying neural substrates, such as dopaminergic 
actions in the prefrontal cortex. Indeed, a surprising 
range of human decision behaviours studied in the labo‑
ratory does depend on these substrates; however, exper‑
iments manipulating interference or load also verify that 
these behaviours are accompanied by other influences on 
choice that are not necessarily dependent on conscious 
working memory197,198. Again, more work is needed 
to understand the dynamics of interactions between  
conscious and nonconscious processing.

Conclusions
Even simple behaviours can arise from a multiplicity of 
causes, a point that has often been more appreciated in the 
study of appetitive than aversive behaviour. We have pro‑
posed a number of distinct systems underlying defensive 
behaviours — some well documented, some extrapolated 
from research on appetitive behaviour and some inferred. 
Such a fine‑grained taxonomy helps in several ways: 
first, it provides a framework for untangling the neural 

circuits underlying these behaviours; second, it helps to 
address some long‑standing puzzles and paradoxes in the 
field; and third, it helps clarify and delineate the role of  
emotions (notably, feelings such as fear) in behaviour.

The taxonomy of healthy behaviour may also clarify 
the dimensions underlying pathological behaviour199. In 
particular, the notion that the brain has many routes for 
responding to threat raises a higher‑level problem, which 
has also arisen repeatedly in our review: how do responses 
compete, and, more generally, how is the appropriate 
response for a given situation selected and adaptively 
deployed? Imbalanced deployment or switching of defen‑
sive behaviours may underlie several psychopathologies. 
For instance, there is now substantial evidence that the 
inflexible nature of habitual behaviour underlies the seem‑
ingly compulsive symptoms observed across several psy‑
chiatric disorders50,67. The aversive setting suggests several 
promising extensions to that general theme. For instance, 
it enables us to differentiate cognitively controlled implicit 
and explicit (conscious) goal‑directed avoidance behav‑
iours from reactions, the execution of which minimally 
engages cognitive capacities. This distinction may offer a 
way to better integrate behavioural theories that root dis‑
orders such as anxiety in basic processes such as Pavlovian 
learning200–203 with cognitive theories that emphasize more 
abstract conceptual dysfunction such as maladaptive 
schemas and beliefs204,205. Excessive or uncontrolled cog‑
nitive forecasting may also underlie rumination, cognitive 
paralysis and overthinking in numerous mood disor‑
ders206. Similarly, idle passivity and worry, which are pres‑
ent in many anxiety disorders, and anergia and avolition  
in depression, might also be understood in terms of imbal‑
ance in the competition between active and passive modes 
of responding to threat (FIG. 2). More generally, much as 
Pavlovian learning has provided a useful animal model 
relevant to anxiety disorders, the range and sophistication 
of instrumental avoidance suggest even greater promise 
in this area. Finally, whereas subjective experience has 
been sidelined by both psychopharmaceutical and cog‑
nitive and/or behavioural approaches to the treatment 
of psychological adjustment problems, our inclusion 
of explicit conscious deliberation and fear as part of 
the human defensive repertoire recognizes the need to 
give greater emphasis to subjective experience in the  
evaluation and treatment of psychiatric disorders8,195,207,208.
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